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INTRODUCTION

Let!/' = {F(x)} denote a linear space offunctions from 9t to (L Furthermore,
let

(1) (-co < v < 00)

be a sequence of numbers, the subscript v ranging over all rational integers.
We speak of a cardinal interpolation problem (C.I.P.) concerning the sequence
y and the space 9", if we are to find functions F satisfying the two conditions

(2)

(3)

F(v) = y., for all v,

FE 9".

* Sponsored by the Mathematics Research Center, United States Army, Madison,
Wisconsin, under Contract No.: DA-31-124-ARO-D-462.
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168 SCHOENBERG

We shall denote this problem by the symbol

(4) C.I.P. (y; 9),

and use the same to denote the totality of its solutions, if any exist, so that (2)
and (3) are described by writing

FE C.I.P. (y; 9').

In the present paper we shall usually assume that

where m is a natural number and

(5) Lpm = {F(x);FCm-l) absolutely continuous, FCm) E Lp{9i)},

while

(6) l~p~(f).

We provide the space (5) with the seminorm

(7)

and

ifp is finite,

(8) IlFcm)lIoo = ess sup !Fcm)(x)l.
x

A second choice for 9' will be

where we define this space as follows: We consider the sequence ofconsecutive
unit intervals

(9) 1 m _ (. m + 1 l' m + 1)
j - J+-

2
-- ,J+-

2
- (-(f) <j< co)

and denote by LO]the space of functions F(x) such that FCnd) is absolutely
continuous and

(10) IIFCm)lI[IJ = 2: ess sup !Fcm)(x)1 < (f).

j XEIJm

This formula also defines the seminorm for this space. Evidently

(11)

We also need the corresponding sequence spaces

(12)
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where

(13)
ifl::;p<<xl

ifp = <xl

(m;:: 1),

The first problem concerning a C.I.P. (4) is the question of the existence of
solutions. For our choice of spaces these problems are settled by

THEOREM 1. The

(l4) C.I.P. (y;Lpm), (m:;:,: 1, l::;p::; (0)

has solutions ifand only if

(15) y E [pm.

The

(16) C.I.P. (y;L[h),

has solutions ifand only if

(17) yEll
m•

For the special case when p = co, Theorem 1 is due to Subbotin [7]. Theorem
1 will be established by means of the spline interpolants ofdegree m introduced
by Schoenberg ([3], Theorem 8, pp. 79-80, for t = 0). Their existence and
uniqueness for our C.I.P.'s is assured by

THEOREM 2. If (15) holds then the problem (14) has a unique solution Six)
which is a spline function ofdegree m having its knots at the points

(18) v + -t(m + 1), (v integer, -00 < v < rx;).

Likewise, if(17) holds then problem (16) has a unique solution Six) of the same
nature as above.

Our spaces being provided with the seminorms (7), (8), and (10), respectively,
the question of the existence of optimal solutions arises naturally. We say
that F* is an optimal solution of (14), provided that F* is a solution of (14)
that enjoys the extremum property

(19) IIF~m)[lp ::; IIF(m)llp for all FE C.I.P. (y; Lpm).

A similar definition, using (10), concerns the problem (16).
Let the sequence y satisfy one of the conditions ofTheorem 1. Leaving aside,

for the moment, the question of the existence of optimal solutions, we define
the functionals

(20) .!l"pm(y) = infIIF(m)llp
F
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and

(21)
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2'['h{Y) = infIIF<mlll[IJ
F

where the infimum is formed for all solutions F of the corresponding C.I.P.
To describe our next results we need some notations, introduced in [3],

pp. 79 and 114--116, that are to be discussed in greater detail in Subsections
1 and 2 below. We define

(22) "'k{U) -- (2 Sin
ll
{u/2))k, (k . I b)'t' IS a natura num er,

and

(23)
00

cPk{U) = 2: if1iu + 21Tj).
j=-oo

cPk(U) is a cosine polynomial, positive for all real U (see Subsection 2 below).
We may now state

THEOREM 3. Ify E lpm then

(24) 2'pm(y):::; (cPm+l(1T))-IIILlm y llp

Ify E /fml then

(l:::;p:::; 00).

(25)

The explicit value of the constant is

_ 1(1T)mH (~(_l)<r-l)(mH»)-1
(26) (cPm+l(1T)) 1=2 2 6. (2r _ l)m+l .

This theorem shows that the functionals 2' are bounded and the question
arises concerning the values of the best constants in the formulae (24) and (25).

These are the norms of the functionals, defined by

(27)

and

(28)

II2'p m[1 = sup2'pm(y)
y

112'0][1 = sup 2'oly)
y

for IILlm ylll :::; 1.

We shall establish below partial results concerning the value of (27). The
following is the main result of Subbotin's paper [7].

THEOREM 4 (Subbotin). The constant appearing in (24) is the best constant if
p = 00, i.e.,

(29)
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We shall settle the case when p = 2 :

more precisely, if

(31)

then

(32)

IILl'" yl12 = 1

where both bounds are the best possible, but are not attained.

Denoting the values of the right-hand sides of (29) and (30) by A", and Bm,

respectively, it is easily seen that Al = B I = 1, while an obvious application
of Cauchy's inequality shows that

ifm> 1.

This shows that the constant A", in (24) is certainly not the best if p = 2 and
m>l.

Finally, we have

THEOREM 6. The constant appearing in (25) is the best constant, hence

(33)

The determination of the two norms (29) and (33) depends on the solutions
of certain maximum-minimum problems. In order to sketch the method to be
used for their determination, let L'" denote any of the spaces so far considered,
while [[F("')II and IILl"'yl! are the corresponding seminorms. Finally, let

(34)

We have defined above

(35)

and

oP(y) = inf!IF("')11
F

for all FE C.LP. (y;L"')

(36) IloPII = sup oP(y)
y

Finally, let Sy denote the spline solution of the CLP. (y;L"') according to
Theorem 2. We describe the procedure in the form of a lemma.
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LEMMA 1. We assume that we have found a y* E Blm such that

(37) IIS~':!)II = max IIs~m)1I for all Y E Blm
y

and that

(38) Sy. is an optimal solution ofthe C.I.P. (y*,Lm).

Then

(39) 11211 = IIS~':)II.

A proof is immediate: By (35)

(40) 2(y) ~ Ils~m)11 for ally E Blm.

Taking suprema over all y E Blm, we obtain, by (36) and (37), that

(41) 11211 ~ IIS~':)II.

On the other hand, (38) implies that

(42) 2(y*) = IIS~'~I)11

and therefore

(43) 11211 ~ IIS~':)II,

by (36). Now (41) and (43) imply (39).

The method of Lemma 1 will be applied twice, yielding Theorems 4 and 6.
The existence and nature of the spline solutions Sy. which are optimal for
these two C.I.P.'s, seem of sufficient interest to be stated here as theorems.

We start from the sequence y* defined by

(44) y/ = (-l)i for allj.

Let Em(x) denote the Euler polynomial, defined as the polynomial solution of
the functional equation

!(f(x + 1) +f(x)) = xm.

Following N6rlund ([1], p. 24), we consider the extension Em(x) defined by

(45) Em(x) = Em(x) if 0 ~ x < 1

and

(46) Em(x + 1) = -Em(x) for all x.

By (46), Em(x) is a periodic function of period 2 that may also be described as
a spline function of degree m having its knots at the integers. It now follows
that

(47)
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is identical with the spline solution of the

(48)

THEOREM 7 (Favard-Subbotin). The periodic Euler function (47) is an optimal
solution of the cardinal interpolation problem (48).

This means that
IIS~~I)lIro :::; IIF(m)llro

for all other solutions F. Favard ([2], pp. 305-306) established this result under
the restriction that only periodic solutions F, of period 2, are allowed to
compete. Subbotin [7] removed this restriction without stating the result in
the present form. For the L2 extremum property of the Euler functions (47)
of odd degrees, again within the family of periodic functions, see ([5], §8).

Concerning Li:h we have the following

THEOREM 8. Let Y be a real sequence satisfying the following two conditions:

(49) y E I,m, which means L ILlmYil < w;
J

and

(50) the sequence (-I)J LIm YJ has no change ofsign.

Then the spline solution Sy of the

(51) C.I.P. (y;Li:'h)

is an optimal solution of(51).

The simplest possible nontrivial sequence is y = 0 = (OJ), where

{
I ifj=O

(52) 8j = 0 ifj#O.

Since

(-1)1 LIm O. = (-l)m ( In .'),
J m+]

we see that the sequence 0 satisfies the two conditions of Theorem 8. Moreover,
the spline interpolant So admits the following explicit representation:

( 1 Jro !f;m+'(u) .(53) So(x)=Lm+l x) =2- -,--(-) e,nx du (-co <x< 00)
7T -00 epm+l U

(see [3], pp. 79-80; in particular, formula (9) for t = 0). We state the result as

COROLLARY 1. The spline solution (53) of the "unit" interpolation problem

(54) F(v) = Ov
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is an optimal solution of the

(55) C.I.P. (8;L[,b).

Theorem 8 is no longer true if we replace the space L[,b by L 1m. This is shown
for m = 2 by observing that the quadratic spline function Llx) is a solution
of the

(56) C.I.P. (8;LI2),

but not an optimal solution of this problem. In fact, (56) has no optimal
solutions. This is easily seen by showing that there are solutions F of (56),
such that

2?(8) = 4 < f:oo IF"(x)1 dx < 5:00 IL3"(x) Idx,

where IIF"1I1 may come as close to the lower bound 4 as we wish, without being
able to reach it.

As might be expected, the most complete results are available for

C.I.P. (y;L2m).

By Theorem I there are solutions if and only if

(57) y E 12m, i.e., L ILlmyj l2 < 00,
j

which we assume to hold. Theorems 2 and 3 are, of course, applicable for
p = 2. However, we have seen from our remark following the statement of
Theorem 5, that (24) does not furnish the best bound for the functional
'p2

m(y). In fact, the interpolating spline Sy(x) of Theorem 2 is not able to
produce it. A better substitute for Theorem 2, for our case p = 2, is as follows.

THEOREM 9. The

(58)

admits a unique solution that is a spline function of degree 2m - 1 having its
knots at the integers. We shall denote this solution by anyone of the symbols

(59) S = Sex) = S2,y = S2jX).

This spline solution is an optimal solution of the problem (58) and we may
therefore write

(60)

This theorem was previously announced by the author (see [6], Theorem 7,
p. 27). It is also contained as a special case in the recent general results of
Golomb and Schoenberg [9]. We also mention here that this optimal solution
of (58) is explicitly represented by the convergent series

(61) S2.y(X) = Lyj L 2m(x - j),
j
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where

(62) L 2m(x) = ~ Jro !fi2m(U) eiuxdu, (-co < X < cD).
27r -0:> r/>2m(U)

(See [3], Theorem 8, pp. 79-80, for t = 0.)
The functional (60) also admits an explicit representation in terms of the

sequence L1my . To describe it, we observe that (57) and the Riesz-Fischer
theorem imply the existence of a function g(u) defined by

(63)
n

1. i. m. 2: LimYj eiiu = g(u) E L2C-Tr, Tr).
n-7CO -n

The representation mentioned above is described by

THEOREM 10. The square of the functional (60) can be expressed asfollows:

(64) (22m(y»2 = 2~ J:" r/>2n~(U) ig(u)l2du.

Theorem 5, giving the value of the norm !l22
mll, will be an immediate

corollary of Theorem 10.
The present paper is divided into three parts that are sufficiently described

by the table of contents. The paper is self-contained and assumes no previous
acquaintance with spline functions. To make it so, I have reproduced a few
elementary facts from my previous paper [3]. The Lrtheory (Section III) is
the more completely developed part of the subject The reader who wishes to
read only Section III, may omit Subsections 6, 7, and 8.

The basic ideas developed in this paper go back to 1963. (See, e.g., [6].)
The reason for writing it at the present time was the appearance of the trans­
lation of Subbotin's interesting paper [7], which was kindly called to my
attention by Mr. Blair Swartz. The main purpose of the present paper is to
show that the tools developed in the 1946 paper [3) are well-suited to deal
with the problems here discussed.

It is a pleasure to acknowledge helpful conversations with my colleague
Lows B. RaIl. lowe to him the convenient notations Lpm and lpm used through~

out the paper.

1. A FEW PROPERTIES OF SPLINE FUNCTIONS WITH EQUIDISTANT KNOTS

We discuss here a few elementary facts, many of which are to be found in
[3]. Precise references are given as we proceed.

1. The B-Splines

We consider the rectangular frequency function

eLl)

12

if-1-:::; x,;;;-t,
elsewhere,
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and form the frequency function Mk(x) by convoluting M1(x) with itself
k times:

k

The Fourier transform of M 1 being

fro M ( ) iXUd _ 2 sin (uj2)
I x e x- ,

-00 u

we conclude that

(1.2)

where

(1.3)

In terms of the function

x+={~

we easily obtain the explicit expression

if x;;::: 0,
if x < 0,

( ) 1 '>k k-I
M k X = (k _ I)! 0 x+ ,

which shows that Mk(x) is a spline function of degree k - 1 having as knots
the points v (v integer), or v +t, depending on whether k is even or odd;
moreover, Mk(x) is positive in the interval (-!k,tk) and vanishes everywhere
in its complement. Mix) is called a central B-spline. (See [3], pp. 67-71.)

We also define the so-calledforward B-spline by

It has integer knots; it is positive in the interval (O,k) and vanishes elsewhere.
The following two properties of B-splines are especially relevant:
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LEMMA 2. Iff(x) has an absolutely continuous (k - 1)st derivative then

(1.6) LJk f(j) = J~+k Qix - j)f<k)(x)dx.

LEMMA 3. Every spline function sex) of degree k - 1 (-00 < x < 00), having
integer knots, can be represented uniquely in the form

(1.7) ""sex) = 2: Cj Qix - j),
j=-ro

and conversely, the series (1.7) represents a splinefunction ofthis kind, no matter
what values the coefficients may have.

Ifsex) vanishes outside ofthe interval (r, t), where r, t are integers (r ~ t - k),
then the representation (1.7) reduces to

(1.8)
t-k

sex) = 2: cj Qk(X - j).
j=r

(See [3], Theorem 5, p. 72, and [8], Theorem 4, p. 80.)

We shall also use the following convolution property of B-splines.

LEMMA 4. Ifr, t are natural numbers andj, k are reals, then

(1.9)

(1.10)

Proof: From (1.2) we conclude that the Fourier transform ofthe convolution

JMr(y)M1(x - y)dy

is ifirCu)i{JI(u) = ifir+t(u). This being also the transform of MrH(x), we obtain

["" Mr(y)M1(x - y)dy = MrH(x),

whence (1.9) follows in view of the evenness of the functions Mk(x). (1.5) and
(1.9) evidently imply

f"" ( r - t\
_"" Qr(x- j) Qt(x - k)dx= M rH /- k +2)'

2. The Cosine Polynomials rpk(U) and Related Lemmas

With ifik(U) defined by (1.3) we define

(2.1) rpk(U) = 2: ifik(U + 21Tj).
j
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This is a function ofperiod 27T. By a computation that is equivalent to Poisson's
summation formula, we find the Fourier coefficients of 4>k(U) to be

1 J11 . 1 J11 ( ) .- 4>iu)e-'uv du = - 2: ifilu + 27Tj) e-WV du
27T -11 27T -11 i

~ 1 J11 .= Lt - ifik(U + 27Tj) e-'UV du
i 27T -11

and therefore

(2.2) 4>k(U) = 2: Mk(v)e iVU
= 2: Mk(v)e iVU

•

v Ivl ~ k/2

(2.3)

This shows that 4>k(U) is a cosine polynomial of the exact order [(k + 1)/2] - 1.
From (1.3) and (2.1) we find that

(
. U)k (_I)ik

4>iu)= 2sm2 ~(U+27Tjt"
J

In terms of the two sequences of functions

(
.U)k~ 1

Pk(U)= 2sm 2 Lt(U+27Tj)k'
i

(2.4)

we obtain

(2.5)
if k is even,
if k is odd.

The functions (2.4) can be obtained recursively by

Pk+1(u) = cos~piu) - ~sin~Pk'(u),

Uk+l(U) = cos~ uiu) -~siniuk'(u),

starting with the initial values

piu) = 1,
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However, it is more convenient to pass to the new variable

(2.6) x = cos-!u,

in terms of which we obtain the following: Defining two sequences of poly~
nomials Uk(x) and Vk(x) by the recurrence relations

(2.7) Uk+l(x) = xUk(x) + k ~ 2 (1 - x2) Uk/eX),

(2.8) Vk+l(x) = xVk(x) + k ~ 1 (1- x2
) Vk/(x),

we may express the functions (2.4) by

(2.9) plu) = Uk_2(X),

with Uo(x) = 1,

with Vo(x) = 1,

Finally, we obtain by (2.5)

(2.10) eMu) = IUk- 2(X)
lVk-1(X)

if k is even,
if k is odd.

See [3], pp. 114-116. From this reference we reproduce the proof of the
following lemma.

LEMMA 5. Uk(x) and Vk(x) are polynomials of exact degree k and are even
or odd according as k is even or odd. The coefficients of their highest terms are
positive. Also

(2.11)

Moreover, the zeros of the even polynomials U2k(X) and V2k(X) are simple and
purely imaginary.

We omit proofs of the statements up to and including (2.11), as they follow
by simple induction arguments. Concerning the nature of the zeros, we carry
through the prooffor U2k(X) only, since the proof for V2ix) is entirely similar.
In order to deal with real zeros, we define a new sequence of polynomials
uk(x) by

(2.12) Uk(X) = i-kUk(xi), (k = 0,1,., .).

These polynomials are also real and satisfy a recurrence relation which, by
(2.7), is seen to be

(2.13) Uk+l(X) = XUk(X) - k ~ 2 (1 + Xl) Uk/eX).

From this we find

Uo(X) = 1, uix) = t(2xl
- 1),
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In view of (2.12), it suffices to show that the zeros of Uk(X) are real and simple,
while those of u2ix) are also different from zero. This is readily seen by
induction as follows. Let k = 2v be even and let us assume that the k zeros of
uk(x) are

(2.14)

and are therefore simple. This, and the fact that Uk'(x) has a highest term
with a positive coefficient, imply that

Uk'(gv) > 0,

and that the sequence of values of Uk'(x) at the k zeros (2.14), alternate in sign.
By (2.13) we find

Uk+l(gv) < 0

and that the values of Uk+I(X) at the k zeros (2.14), alternate in sign. Since
Uk+l(O) = 0, we conclude that Uk+I(X) has v positive and v negative zeros which
must therefore be simple.

Let now k = 2v + 1 be odd, and let Uk have the simple zeros

(2.15)

We conclude as before that Uk+l(gv) < 0, and that the values of Uk+l(X), at the
k points (2.15), alternate in sign. Again the conclusion is that Uk+l(X) has
simple real zeros, none of which vanishes. This establishes the desired result
by mathematical induction.

We summarize our results as follows: By (2.10) and in terms ofthe variable
x = cos (u/2), we may express the cosine polynomials rpk(U) by

m-I

(2.16) rp2m(U) = U2m- 2(X) = CI IT (x2+ IX/)
v~1

m

(2.17) rp2m+ I(u) = V2m(x) = C2 IT (x2+ (3/)
v~1

(0 < IXI < ... < IXm_1 ; CI > 0),

Further properties of rpk(U) , not discussed in [3], are based on these representa­
tions. In particular,

rpl(U) = Vo(x) = 1, rp2(U) = Uo(x) = 1.

LEMMA 6. Ifk ~ 3, then rpk(U) is a cosine polynomial ofdegree [(k + 1)/2] - 1
which is positive and strictly decreasing in the interval 0 ~ U~ 1T, assuming at
the endpoints the values

(2.18)

(2.19)

rpk(O) = 1

(
2)k 00 (_I)(r-Ok

rpi1T) = 2;: 2: (2r _ l)k > 0
r=1
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It follows that

(2.20) maxepiu) = epiO) = 1,
u

minepk(u) = epr,(rr),
u

and that these extreme values are assumed, mod2rr, only for u = 0 and u = 71,

respectively.

Proof If k is even, say k = 2m, then by (2.16)

(2.21)

where all aj are positive. By (2.11), ep2m(O) = U2m- 2(1) = 1. As u increases
from °to rr, x = cos!u decreases from 1 to 0, while (2.21) and (2.3) show that
ep2m(U) decreases from 1 to the value

(
2)2m 00 1

ep2m(rr)=;. L(2j+l)2m'
-XJ

If k is odd, k = 2m + 1, we proceed similarly, using (2.17).
Let

(2.22)

in terms of which (2.2) becomes

(2.23) epk(U) = L Mk(v)zV
v

(Ivl ~ kj2).

Our next objective is to obtain information on the zeros of the Laurent
polynomial on the right-hand side that is easily derived from (2.16) and (2.17).

Let k = 2m be even. Observe that (2.22) implies

4x2 = (e iU/ 2 + e-iU/2)2 = Z + 2 + Z-I.

If C( > 0, then 4(x2 + ( 2) = Z + 20 + Z-I, where 0 > 1. Factoring a quadratic
we obtain

4(x2 + ( 2) = Z-I(Z2 + 20z + 1) = Z-i(Z + y) (z + ')I-I),

where 0 < ')I = 0 - v02 - 1 < 1, and finally

O<y<1.

Applying this decomposition to each of the factors of the product (2.16), we
obtain the identity

m-1

(2.24) ep2m(U) = C3 11 {(I + yvz)(l + ')Iv Z- 1n
v=1

(0 < ')Im-l < ... < ')11 < 1).
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From this we shall now draw two conclusions:
1. Denoting the right-hand side of (2.24) by G(z) and expanding

(G(-Z))-l into a Laurent series convergent on the unit circle Izi = 1, we find

(izi = 1),

where all coefficients Xv are positive (in fact, they form a totally positive
sequence). Remembering the definition of G(z), we obtain the expansion

(2.25)

This establishes

LEMMA 7. Ifk ~ 3 then the coefficients ofthe Fourier expansion

(2.26) _1_ = L w~k)eiVu
rpk(U) v

have the property that

(2.27) (-IY w~k) > 0 for all v.

Proof. Indeed, by (2.25), (-IY W~k) = Xv > O. We have carried through the
proof for k = 2m. However, it is clear that we obtain the same result for
k = 2m + 1 if we use the product representation (2.17).

2. Identifying the right side of (2.24) with the right side of (2.2) (for
k = 2m), we obtain the identity

m-l m-l

L Mzm(v)zV = C3 IT {(l + yvz)(l + yv z- 1
)},

-m+l v~l

and multiplying both sides by zm-l, we have

This establishes

LEMMA 8. The reciprocal polynomial

(2.29)
Zm-Z
L Mzm(v-m+ l)zV
o

has all its zeros negative and simple. Also the polynomial

(2.30)

has only negative simple zeros.
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Proof The result concerning (2.29) is implied by (2.28) and the inequalities
at the end of formula (2.24). Similarly, the product representation (2.17)
allows to establish the statement concerning (2.30).

II. THE SPACES Lpm AND L[,b

3. The Necessity of the Conditions ofTheorem 1

Let us begin with the space L pm (1 :::; p < OJ) and let

(3.1) F(x) E C.1.P. (y;LP''').

By Lemma 2

(3.2) LimYi = f~+m F(m1(x) Qm(x -j) dx,

and HOlder's inequality (p-l +q-l = 1) gives

ILimyil :::; IIQmllq·(f;+m IF(m1(xW dxrp

,

whence

ILlmYijP :::; (!!Qmllq)P.f~+m !F(m1(x)\p dx.

Summing on) and raising the result to the power lip,

(3.3)

which settles the matter for the present case.
If p = OJ, then (3.2) immediately gives

ILlmYil :::; IIF(m111", J:", Qm(x - }) dx = IIF(m)II""

whence

(3.4)

and again we are through.
Finally, if

F(x) E C.I.P. (y;L[,h),

then Fis also a solution of the C.LP. (y;L1m), in view of the inclusion relation
(11). From the previous case, for p = 1, we conclude that (17) must hold,
which completes our proof.

4. The Problem of Determining the Spline Solution Sv

Let us consider anyone of the spaces L pm and LO]and let us denote it by
the symbol Lm

, using the symbol 1m for the corresponding sequence space.
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LetIIF(m)11 and IILlmYII denote the corresponding seminorms. Therefore the
symbols

IILlmYII,
stand either for

(l ~p ~ (0),

or else for

respectively.
We assume that

(4.1)

and proceed to the construction of Six). From the description of Sy as given
in Theorem 2, Sy is a spline function of degree m with the knots v + !(m + I),
and therefore

(4.2) s(m)(x) = s(x)

is a step function with discontinuities at the points v + !(m + 1). In terms of
the function (1.1) we may therefore write

(4.3) s(x) = 2: CkMl(X - k - !m),
k

with coefficients Ck yet to be determined.
The function s(x) being a step function constant in each of the intervals (9),

the norm of s(x) turns out to be identical to the norm of the sequence C = (ck).

Specifically, we have

(4.4)

(4.5)

and

(4.6)

(f"" )lip ( ) lipIlsllp = _"" IslP dx = t !cklP = IIcllp

IlslI"" = sup Is(x)1 = sup ICkl = Ilcll"",
x k

Ilsllm = Ilslll = Ilclll.

ifp < 00,

These relations evidently imply

LEMMA 9. Let the splinefunction Sy be any solution ofthe differential equation
(4.2), where s(x) is defined by (4.3). Then

(4.7)

ifand only if
(4.8)
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We shall now attempt to satisfy the interpolatory conditions

(4.9) S(j) = Yj for allj.

These evidently imply that

(4.10)

On the other hand,

(4.11) ,dmS(j) = J:oo s(m)(x) Qm(x-j)dx= J:oos(x)Mm(x-j-!m)dx;

by (1.6) and (1.5). Moreover, by (1.9) we have

CooJ-00 M,(x - k - !m)Mm(x - j - !m)dx = Mm+l(k - j) = Mm+l(j - k).

By substituting the series (4.3) into the integral (4.11), we see that the inter­
polatory conditions (4.9) imply the relations

(4.12) 2.. Mm+l(j - k) Ck =,dmYj for allj.
k

Conversely, we may retrace our steps: The relations (4.12) imply the relations
(4.10). These may be written as

(4.13) for allj,

and imply the existence of a polynomial P(x) of degree not exceeding m - 1
such that

Yj - S(j) = P(j)

Therefore the spline function

for allj.

(4.14) Sy(x) = Sex) +P(x)

satisfies the relations (4.9).
The effective construction of Sy therefore hinges on our ability of showing

the existence and unicity of a sequence C = (Ck) satisfying the system (4.12)
and also

(4.15) eEl.

5. On Sequence Convolution Transformations

The following results seem to be well known. We develop them in detail
as we found no convenient reference.

LEMMA 10. Let oc = (OCj) E 11; henee

(5.1)
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The convolution transformation
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(5.2) (1 ;;;;"p;;;;" 00),

which transforms d -+ Td = c, is a bounded linear transformation of Ip into
itself; infact (5.2) implies

(5.3)

The following beautiful proof is adapted from Krein ([4], pp. 227-228) who
discusses the discrete Wiener-Hopf problem. We drop the subscript, writing
Ip = I, IIdllp = Ildll, etc.

Proof. Assuming dEI, we may write (5.2) as

whence

(5.4) Icjl ;;;;" L IOC-klldkHI < 00,

by (5.1) and the boundedness of dj • We consider the sequence of elements

(5.5) Zk = (Idk+j /) (-00 < k < 00)

which are evidently all in I and are such that

(5.6)

It follows that the series

for all k.

(5.7)

converges in I, its sum t being an element

(5.8) t = (tj ) E I.

For thejth component of t we obtain from (5.7), (5.8), and (5.5)

tj = L /oc-klldk+jl,
k

and comparing with (5.4), we conclude that

Icjl ;;;;" t j ,

and therefore

(5.9) Ilcll ;;;;" lit II.
Thus c E I. Moreover, by (5.9), (5.7), and (5.6),

IITdl1 = IIcll;;;;" IItll ;;;;" L Ioc_kl IIzkll = L loc-killdll = Alldll,
k k

and (5.3) is established.
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LEMMA 11. Again, let IX = (lXj) E II; moreover, let

(5.10)

Furthermore, let

(5.11)

where

fez) = 2: IXjZj
=1= 0

j
iflzl = L

for Izi = 1,

(5.12)

by the Wiener-Levy theorem. Then (5.2) has an inverse in 11' which is explicitly
given by

(5.13)

Proof Our assumptions (5.10), (5.11) imply that

(5.14)

Multiplying (5.2) by f3r-j and summing onj, we obtain

2: f3r- j Cj = 2: f3r-j 2: IXj_kdk
j j k

which establishes (5.13). The interchange of the order of summation is per­
mitted because

2: If3r-jlllXj-kll dk! ~ ABsup Idjl < 00,
hk j

6. Proofs ofTheorems 1,2 and 3

In order to apply Lemma 11 to the inversion of the convolution trans~

formation (4.12), we consider the positive cosine polynomial (Lemmas 6
and 7)

(6.1) o/m+I(U) = 2: Mm+l(v)e1VU

v

and expand its reciprocal in a Fourier series

(6.2) __1_ = 2: w(m+1) elyu

o/m+l(u) y .

For simplicity we drop the superscript and write w~m+l) = W y • Lemma 11
implies that

(6.3)
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is a bounded linear transformation of lp onto itself, whose inverse is

(6.4)

Assuming (15) to hold, hence

(6.5) LImY = (L1mYj) E lp,

we conclude that the sequence (Cj), defined by (6.3), also belongs to lp. It
follows from Lemma 9 that the spline function Sy(x) (of Lemma 9) satisfies

(6.6) Sy(x) E Lpm,

as well as the interpolatory conditions (4.9), provided that an appropriate
polynomial is added to Sy(x). Thereby we have completed a proof of Theorem
1because from the assumption (6.5) we have derived the existence ofa solution
(6.6).

In fact, we have also established Theorem 2, except the unicity of Syo That
Sy is unique we see as follows: By Lemma 9, (6.6) implies that (Ck) E lp, while
(Ck) E lp is uniquely defined by the Eqs. (6.4).

We turn now to a proof of Theorem 3. With the same assumptions as in
the previous paragraph, we know from (4.4), (4.5), and (4.6) that

(6.7)

(6.8)

From Lemma 10 [relation (5.3)] we know that (6.3) implies

IIcll ~ (j Iw~m+1)I) lIL1m y lI,

while Lemma 7 shows that

(6.9) 2:lw~m+1)1 = 2: (-l)j w~m+1) = (rPm+l(7T»-I.
j j

Now (6.7) and (6.8) imply that

IIs~m)1I ~ (rPm+i(7T»-I[[L1m y ll.
Since 2"m(y) ~ liS~m)lI, Theorem 3 is established.

7. The Space L",m: Proofs ofTheorems 4 and 7

We shall now apply the procedure described by Lemma 1 (Introduction)
to determine the norm 112"",mil. For the special sequence y*, we select any
sequence such that

(7.1) L1m y/ = (-I)j,

for instance the sequence

(allj),

(7.2)
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For any sequence y such that

Il.1myll", = 1,

we obtain from (6.3)

IIS~"')II", = Ilcll", = sup 12 W)"!-t l )LI'" Yk!
j k i

However, for the special sequence y*, (7.1) implies

IIS~~)II = IIc*ll", = 2 IW),,!-;l)j = (rPm+lC'rr»-!.
k

The sequence (7.2) is therefore seen to satisfy the condition (37) of Lemma 1­
There remains to verify the second condition (38), to the effect that S". is
an optimal solution of the

(7.3) C.I.P. (y* ;L",m).

This requires a discussion of the function

(7.4) gm(X) = 2 (-1)1 Q",(x - j),
j

in particular, a precise description of sgngm(x). From Lemma 3 it is clear that
gm(x) is a spline function of degree m - 1, with integer knots. We need

LEMMA 12. The function gm(x) vanishes at the points II + !(m + 1) and
nowhere else. Moreover, it changes sign as we pass from one of the intervals

(7.5)

to the next.

I:n=(v+ 1-Cm+ 1)-1, v+!(m+ 1»

Proof For an integer k, by (1.5) and (2.2),

gm(k + !m) = 2 (-I)j Q",(k + tm - j) = L (-I)j MmCk - j)
j j

= (-ll L (-1)1 Mm(j) = (-IYrP",(1T) # O.
j

This shows that the function

(7.6)

is a solution of the interpolation problem

F(v) = (-IY.
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By (47) and (48), we know that the same interpolation problem is also solved
by the periodic Euler function

(7.7)

Both (7.6) and (7.7) are splines of the same degree m - 1, with the same knots
v + tm, and they are solutions of the same

C.I.P. ((-IY;L:- 1
).

From the unicity in Theorem 2 we conclude that the functions (7.6) and (7.7)
are identical, and therefore

(7.8) (c constant i= 0).

Norlund's description of the Euler polynomials ([1], pp. 26-27) shows that
Em_l(x) has the properties ascribed to gm(x) by Lemma 12. This establishes
the lemma.

We now return to the spline solution of the problem (7.3) and use the
simpler notation

S*(x) = Sy*(x).

Let F(x) be any solution of the C.I.P. (y*,L<:l) and let us show that

(7.9)

From

LIm y/ = LIm F(j) = J:"" F<ml(x) Qm(x - j) dx

we obtain

(7.10) ~ (-1)1 LIm y/ = J:"" F<ml(x) (~ (-1)1 Qm(x - j)) dx.

By (7.1), the left side = 2n + 1, whence

(7.11) 2n + 1::::; IIF<ml ll"" f:"" I~ (-1)1 Qm(x - j)/ dx,

and therefore

IIF<ml ll"" ~ (2n + 1)/f: I~ (-1)1 Qm(x - j)1 dx.

Comparing the integrand with the expansion (7.4), we obtain
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The function Ig",(x)! having the period 1, letting 11 -J>- 00 we obtain

(7.12)

We now use (7.10) again, this time for the spline solution

F(x) = S*(x).
By (4.2) and (4.3),

(7.13) S~"')(x) = 2: Ck* M1(x - k - -1m),
k

where, by (6.3), (7.1) and (6.9),

(7.14) c/' = 2: w}'~tI)(-l)k = (-l)i(e;b"'+I(rr)-I = (-l)i Am.

The relations (7.13) and (7.14) show that

F(m)(x) = s~n)(x)

is a step function such that

(7.15) for all x # from the knots,

and that it changes sign precisely at the points where we pass from one of the
intervals (7.5) to the next. In other words, we obtain

(7.16) s~m)(x)gm(x) = Ami gm(x)I
Now (7.10) implies

for all x.

2n + 1 = A", (f~n Ig",(x)Idx + 0(1)),

whence

(7.17) A",=(f~ ig",(x)\dxr
1

•

In view of (7.12) and (7.15), we obtain

IIF("')IL", ;::: A", = Ils~m)[ICO"

This establishes the second condition (38) of Lemma 1, and therefore also
Theorem 4. It should be clear that we have also established Theorem 7.

8. The Space Li!b: Proofs ofTheorems 6 and 8

We consider now the space Li!h, so that

(8.1) Y = (Yi) Ell""

which we assume to be on the boundary (34) of the unit ball, hence

(8.2)

13

11L1'"ylll = 2: \L1'"Yii = 1.
j
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For the interpolating spline Sy we have, by (4.6),

(8.3) IIs~m)II[I] = lIelll
and

(8.4) e . = "W<.m+l) Amy
J ~ J-k ~ ~

k

Finally, let y* be a real sequence satisfying the assumptions of Theorem 8:

(8.5) The sequence (-l)j L1m y/, has no change of sign,

(8.6) L:1L1mY/'1 = 1.
j

We can now argue as follows: On the one hand

Ils~n)lI[1] = Ilelll = L:lejl ~ L: IWj_k lIL1mYkI
j j, k

= (t Iwjl) (t lL1mYk l) = L: (-l)j W}m+ o = (rpm+1(7T»-I,

while on the other hand

IIS~';)II[1] = Ile*III = L: le/'I = L: 1(-I)j(-l)j-kwj_k(-I)k L1mYk*1
j j, k

These results show that any real sequence y* satisfying (8.5) and (8.6) satisfies
the condition (37) of Lemma 1. In order to establish Theorem 6 (by Lemma 1)
and Theorem 8, we have still to show that the spline solution Sy'(x) is optimal
for the

(8.7) C.I.P. (y* ;LriJ)·
Let F(x) be a solution of the problem (8.7), and let us return to the relation

(7.10). In terms of the function (7.4) and the intervals (7.5), we derive from
(7.10)

I~ (-l)j L1m y/,\ ~ t e~:~t;,p lFun)(x)!'ri" I~ (-l)j Qm(x - j)1 dx

= J~ Igm(x)Idx' t es~:..up IFcm )(x)I+ 0(1),

as n --? 00. Letting n --? 00, we obtain by (8.5) and (8.6),

lIL1m y*1I1 = 1~ IIF(m)II[1] J~ Igm(x)/ dx,

whence

(8.8)

by (7.17).
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We finally use (7.10) again, this time with

(8.9)

For this function we know that

ifxEIF

and that the cj * alternate in sign, because, for allj,

(-l)j c/ =.L (-1)i-k Wj_k'(-l)k Llm yk*
k

has the fixed sign of the quantities (8.5). For the solution (8.9), (7.10) therefore
implies

Letting 11 --+ 00, we obtain

1 = Ilc*I!I' J~ Iglt/(x)Idx,

whence

(8.10)

Therefore by (8.8),

IIF(tnlll[l] > !IS;'l.'liIuJ'

and the second condition (38) of Lemma 1 is satisfied. This establishes
Theorems 6 and 8.

III. THE SPACE L 2lt/

The main purpose of this third part is to establish Theorems 5, 9, and 10,
dealing with solutions in L 2lt/. For the spline solution Six) of Theorem 2, the
derivative s;ml(x) was the step function (4.3). Due to this fact, we had the very
simple relations (4.4) and (4.5) between the norms IIs~m)llp and [[clip, in fact
the two were equal. Also now, the mth derivative, s(ml(x), is our main concern.
However, now Sex) is a spline function of degree 2m - 1 with integer knots.
It follows that s(ml(x) is a spline function of degree m - 1, and that it may
therefore be written in the form

s(ml(X) = L: Cj Qm(x - j).
j

Now the relationship between Ils(m)llp and [lc!lp is more complicated. OUf
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main result in this direction is Theorem 12 of Subsection 10, its essential point
being to show that the assumption

implies that

The function Qm(x), being positive in its finite support (O,m), would seem
to make the implication from (*) to (**) heuristically clear, and a first reaction
would be that a "direct" proof should be available. That there is no such
direct proof is shown by the following:

Example. Let

{

x+ 1
- 1Q(x) = Mix) + M 2(x - 1) = 2-x+

°
We consider the function

in [-1,0],
in [0,1],
in [1,2]
elsewhere.

sex) = L Cj Q(x -j) = L cj M 2(x - j) +L cjMix - j - 1)
j

= L cjMix - j) + L cj_1 M 2(x- j) = L (c j + Cj_l) Mix - j).

Choosing Cj = (-I)j, we have

sex) = °ELp

while the sequence Cis not in lp.

(p < <Xl),

Our proof of (*) => (**) is based on Theorem 11 (Subsection 9) and this,
in tum, depends on the solutions of certain elementary eigenvalue problems.
These matters are discussed in Lp , as no simplification results from a restriction
toL2•

9. On Spline Functions Vanishing at all Integers (Theorem 11)

Let k be a natural number and let

(9.1) Sex) = L crMk(x - r)
r

be a spline function of degree k - 1 having its knots at the points v +tk. Let
the symbol
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denote the subclass of functions of the above type such that

(9.2) S(j) = 0 for all integersj.

Observe that the classes £\0 and £2° are trivial, as they contain each only one
element that also vanishes identically. Our aim is to establish the following
theorem.

'THEOREM 11. Let k ~ 3, and let

(9.3) Sex) E Eko.

for some s= 0, .. .,k -1,

The assumption

(9.4) Sex) ELp",

implies that

(9.5) Sex) = 0 for all x.

(l~p~co)

Observe that the conditions (9.2) are equivalent, by (9.1), to the relations

(9.6) L Mk(j - r)cr = 0 for allj.
r

This is a linear recurrence relation for the unknown sequence (cr ) that can be
dealt with by classical methods. In order to adapt these to our particular
situation, we introduce the family of spline functions

(9.7) Sk(X;.\) = L.\r Mk(x - r)
r

(:\#0)

depending on the non-vanishing parameter .\. Let us first find out when these
functions belong to Eko. Setting x = 11, an integer, we obtain from (9.7)

Sin; A) = LAr M(n - r) = L.\r M(l'- n)
r

= 2: N+n M(r) = An L N Mk(r).
r

We conclude: If Sk(X;.\) vanishes for some integer x = n, then it vanishes for
all integers, and it does this if and only if.\ is a root of the equation

(9.8)

In order to fix the ideas, let us first deal with the case when k is even, say

(9.9) k=2m.

In this case, (9.8) is equivalent to the equation

(9.10)
2m-2

L M 2m(v - m + 1) A" = O.
o
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The left side is a reciprocal polynomial identical with the polynomial (2.29) of
Lemma 8. By Lemma 8 we know that (9.10) has all its roots negative and
simple. We may therefore assume that the roots AI' ..., A2m- 2 satisfy the
inequalities

(9.11) A2m-2 < ... < Am < -1 < Am_1 < ... < Al < 0

and

(9.12) AI A2m-2 = A2A2m_3 = ... = Am_1 Am = 1.

Corresponding to these roots, we obtain 2m - 2 spline functions

(9.13) SI(X) = S2m(X; AI) = 2 At M 2m(x - r)
r

(1= 1, ... ,2m-2),

all being elements of .Egm•

We claim that every S(x) E .Egm may be uniquely represented in the form

(9.14)
2m-2

S(x) = 2 al SI(X)
I

for appropriate values of the coefficients al.
Indeed, the relations (9.6) (for k = 2m) show that we may choose arbitrarily

the 2m - 2 coefficients

(9.15)

all the others being determined recursively by (9.6) in terms of the data (9.15):
Co is obtained from (9.6) for j = m - 1, then C_I for j = m, and so forth. To
derive the representation (9.14), we only need to use the expansions (9.13)
and determine the al as solutions of the non-singular system

2m-2

2 alA{ = c"
1~1

(r= 1, .. .,2m - 2).

This insures the agreement of the first 2m - 2 coefficients (9.15) of both sides
of (9.14) [in their standard representations (9.1)], and therefore the identity
(9.14), that is hereby established.

A proof of Theorem 11 requires a discussion of a few properties of the
functions (9.13) which may be called the eigensplines of the class .E2m•

(i) Observe that (9.7) implies

Sk(X+ I;A) = 2 Ar Mlx+ 1- r) = 2 ,\'+1 Mlx- r),

whence the functional equation

(9.16)

In particular, we obtain for our eigensplines (9.13) the identities

(9.17) (1= 1, .. .,2m - 2),



CARDINAL INTERPOLATION AND SPLINE FUNCTIONS 197

which imply that

(9.18) SI(X + n) = AtSI(x) (-0') < n < 0').

(ii) Each of the eigensplines St(x) is represented in the interval (0,1) by a
polynomial ofexact degree 2m - 1.

For if, for a certain 1, we have SI(X) E 772m-2 in (0, 1), (9.18) imply

(9.19) SI(X) E 772m-2 in every interval (n, n + 1).

On the other hand we know that

(9.20) St(x) E C 2m- 2(9l).

Evidently, (9.19) and (9.20) show that St(x) would reduce to a single polynomial
of degree 2m - 2, for all real values of x, which is clearly absurd.

(iii) The relations (9.17) and the inequalities (9.11) show that the graph
of SI(X) has roughly the same general behavior as the graph of (sin m:) e-:< if
1= 1, ... , m - 1, and that for 1= m, ..., 2m - 2, it behaves like (sin77x)ex •

(iv) There are symmetry relations between the two kinds of eigensplines
discussed in (iii): From (9.13) and (9.12),

SiC-X) = ~ V M(-x - r) = 2: V M(x -j- r)

= ~ Air M(x - r) = ~ 1..2m- 1- 1 M2m(x - r),
r

and therefore

(9.21) Sl(-X) = S2m-l_l(X).

ProofofTheorem 11 for k = 2m. Let us consider the quantities
'I

(9.22) /Lt, P = J0 IS~S)(x)jP dx, (l ~ p < <Xl).

SI(X) being in (0, 1) a polynomial ofexact degree 2m - 1, by Property (ii), while
o~ s ~ 2m - 1, we conclude that all these quantities are positive. Now (9.18)
shows that

(9.23) r
n+1

IS~S}(x)jPdx= !Atlpn/Ll,p,
• n

We assume now that

(-w<n<<Xl).

(9.24)

and

SeX) E Egm

(9.25)

Furthermore, let

SeX) EL/, (l ~p < w).

(9.26)

be the canonical representation (9.14).
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We claim that

(9.27)

For if
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for /=m,m + 1, .. .,2m - 2.

a r+1 = ... = a2m-2 = 0

then (9.23) shows that

J:+1
IS(S)(x)iP '" larl P fLr,plArl np

and therefore by (9.11),

J: IS(S)(x)iP dx = 00,

in contradiction with our assumption (9.25).
Moreover, a/so

(r;;::m),

as n --+ +00,

for / = 1, .. .,m-1(9.28)

must hold. For if

at =1= 0, al = ... = at-I = 0 (t::;;'111-1),

then again (9.23) implies the relation

In+J
n IS(S)(x)iPdx'" latl P fLt,pIAt!np

and in view of (9.11),

as n --+ -00,

J:oo !S(S)(x)iPdx=+oo,

contradicting (9.25). Evidently, (9.27) and (9.28) imply the conclusion (9.5)
of Theorem 11.

The case p = 00 is settled by a similar argument, which we omit, using the
quantities

fLl,oo = sup IS~S)(x)1
n::::;:n~x

and the relations
sup IS~S)(x)1 = !Azln fLl,oo

n.:s;;;x::S;;n+l
(-00 < n < 00).

This completes our discussion of the case when k = 2m.

Proof ofTheorem 11 if k = 2m + 1. The proof is much the same as before,
with a few changes in minor details. The characteristic equation (9.8) now
becomes

2m
L: M 2m+J(r)N == A-m L: M 2m+J(v - m)AV = O.
r V~O
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Again, by Lemma 8 we have a reciprocal equation with only negative simple
roots that may be labeled to satisfy the relations

A2m < ... < Am+! < -1 < Am < .. , < Al < 0,

Al A2m = A2A2m-1 = ... < Am Am+! = L

The corresponding eigensplines are now

SI(X) = 2: A{ M 2m+I (X - r),
r

(l = 1, ' .. , 2m).

Again an arbitrary element Sex) E .Efm+! may be represented uniquely in the
form

2m
Sex) = 2: aISI(x).

I

The analogue of property (ii) is that SI(X) is represented in the interval (-t,t)
by a polynomial of exact degree 2m. The remainder of the proof may be
omitted,

10. On Spline Functions in L p (Theorem 12)

As a first application of Theorem 11 we establish

THEOREM 12. If
(10.1)

then

(10.2)

ifand only if

(10.3)

seX) = 2: Ck Mm(x - k),
k

seX) ELp

Proof. 1. Proofofsufficiency. We assume (10.3). From

Is(x)1 ~ 2: ICkl Mm(x - k)
k

it is clear that without loss of generality we may assume all Ck to be real and
nonnegative. We assume Ck ~ 0 for aU k and write fJ- = [m/2]. Then

1I+1L
(lOA) 0 ~ sex) = 2: Ck Mm(x - k) ~ Mm(O) 2: Ck,

k 1I-1L
if n ~ x ~ 11 + 1.

The monotonicity of the means IDtr(a) (see Hardy-Littlewood-P61ya,
"Inequalities," 1934, pp. 26-27) implies that

(

n+1L )P 11+1-<2: Ck ~ (2fJ- + l)P-! 2.: Ci/'
n-IL n-jL
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and therefore by (10.4),
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I
n+1 n+p.
II (S(X»P dx::::; (Mm(0»P(2JL + 1)1'-1 n~ ckl'

Adding together all these inequalities, we obtain

f:oo (s(x»P dx::::; (Mm(0»P(2JL + 1)P L Ckl' < 00,
k

for all n.

which concludes the proof of sufficiency.

2. Proofofnecessity. We assume (10.2), and are to derive (10.3). Define
y by Yi = s(j); we first wish to show that

(10.5) (yJ E lp •

The case p = 00 being clear, we assume p < 00. Let m be even. Then

(10.6) I: Is(x)jPdx= f~ Im~1 avxf dx ~ !aoIPm!nf~ 11 + m~2 bvxfdx.

Denoting the last factor in (10.6) by Cm,p, we obtain

(10.7) IYol1' = laol P
::::; C;;;!p I: Is(x)jP dx,

whence, by shifting and adding the relations (10.7), IIY/lp ::::; C;;;~~Pllsllp, and
(10.5) is established. If m is odd we work similarly with the interval (-t,!).
On the other hand, (10.5) and (10.1) imply the relations

(10.8) L Mm(j - k) Ck = Yi-
k

To this system we can apply Lemma 11 and conclude the existence of a unique
sequence c* = (ck *) such that

(10.9)

By means of c* we now define

(10.10) s*(x) = L Ck* Mm(x - k).
k

The sufficiency part having been established, we conclude from the second
relation (10.9) that

(10. II) s*(x)ELp •

Moreover, the first relations (10.9) show that

(10.12) s*(x) E C.I.P. (y,Lp ).

Since sex) and s*(x) are solutions of the same C.I.P. (y,Lp ), we conclude that

sex) - s*(x) E Emo.
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Also, (10.2) and (10.11) imply that

sex) - s*(x) E: Lpo

From Theorem 11 we conclude that

sex) = s*(x) for all x.

Therefore Ck = Ck* for all k, and c* E lp now implies the desired conclusion
(10.3).

11. Two Lemmas on Spline Functions in L2
Let

(11.1)
t

sex) = 2: cj Qm(x - j)
r

be a spline function of degree m - 1 with knots at the integers and having its
support in the interval (r, t + m), r ::s; t.

LEMMA 14. The relation (11.1) implies the inequalities

(11.2)

where the constant on the left is given by (2.19) for k = 2m.

Proof The relation (1.10) shows that

j'CX) I t )2.
(11.3) J:CX)ls(xWdx= -00 ~CjQm(X-j) dX=~M2m(j-k)CjCk'

From (2.2),

1J2m(U) = 2: M 2m(v) e1vu,
v

and the Hermitian form (11.3) is seen to be a section of the Toeplitz form
associated with this Fourier series. Clearly

M 2mU - k) = 2
1 JtT 1J2m(U) e-1U-k)u du,
7T -tT

and substituting into (11.3), we obtain

(11.4) J'oCX) \s(x)!2 dx =2
1 JtT 1J2m(u)l±cj e-ijUI

2
du.

-00 7T -17 : r I

On the other hand,

(11.5)
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The information (2.20) of Lemma 6, concerning the extreme values of rP2m(U),
if applied to the integral on the right side of (11.4), immediately yields the
desired inequalities (11.2).

LEMMA 15. If

(11.6)

and

(11.7)

then

(11.8)

s(x) = 2: Cj Qm(x - j)
j

Proof From Theorem 12 we conclude that (11.7) implies that

(11.9) 2:lcjl2 < 00.
j

On the other hand, (11.3) shows that

(11.10) f:", I~ Cj Qm(X - j)r dx = j, ~-n M 2m(j - k) Cj Ck'

By (11.9) and the inequalities (11.2) of Lemma 14, it is clear that

n

1. i. m. 2: Cj Qm(x - j) = s(x)
R-?CO -n

in Lz(9t),

and it follows that the integral (11.10) converges to the integral (11.8). The
absolute convergence of the double series (11.8) is seen from

22: M(j - k) Icjllckl ~ 2: M(j - k)(ICjJ2 + Ick1 2)
j, k

12. ProofofTheorem 9

We assume that

(12.1)

and wish to construct the solution S(x) of problem (58) as described in
Theorem 9. We could now argue as follows: It is easy to see that our assumption
(12.1) implies that

y E l~m-l.
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We can now apply Theorem 2, for 2m - 1 rather than in, and conclude the
existence of the interpolating spline S of degree 2m - 1 such that

Sex) E L~m-l.

However, it would not be easy now to show that Sex) E L 2
m, as we must.

For this reason we prefer to proceed differently: As in Subsection 4 we again
try to satisfy the relations (4.10), but this time by a function Sex) whose mth
derivative is

(12.2)

rather than (4.3). Using (1.10), for r = t = m, to implement the relation

.dm S(j) = J:oo sex) Qm(x - j)dx,

we see that the relations (4.10) are equivalent to the relations

(12.3) 2: M 2m(j - k) Ck =.dmYj for anj.
k

Using Lemma 11 and the expansion (2.26), for k = 2m, we construct Sex) as
follows: the unique solution (Ck) E 12 of the system (12.3), also defined by the
inverse system

(12.4)

is used to define the last member of the relations (12.2). By Theorem 12 we
know that

(12.5) s(m)(x) = sex) E L 2-

Finally, an appropriate solution Sex) of this differential equation produces the
desired spline solution Sex), as explained in connection with the relations
(4.13) and (4.14).

The unicity of our spline solution Sex) follows from Theorem 12 and the
fact that the system (12.3) has a unique solution (Ck) in 12,

Let us now establish the optimality property (60) of the spline solution Sex)
just obtained. If F(x) is any solution of the

(12.6) C.I.P. (y;L2m),

then

roo IF(m) - s(m)1 2 dx

= roo w(m) 12 dx + j:oo SCm) 8(m) dx - 2 Re J:oo SCm) Fern) dx,

which we may also write as

(12.7) roo w(m) - s(m)\2dx

= f:", w<m) 12 dx - J:oo IsCm) 12 dx + 2 Re 5:00 8(m)(8(m) - Fern}) dx.
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Let us show that the last term on the right side vanishes: Writing R(x) =

Sex) - F(x), (12.2) implies

(12.8) 1:00 R<m) s<m) dx = J:oo R<m)(x)(t c) Qm(x - j)) dx,

while

(12.9) J:oo R<m)(x) (~ c) Qm(x - j)) dx = ~ c} J:oo R<m)(x) Qm(x - j)dx.

We claim that the left side of(12.9) converges to the right side of(12.8) as n -+ 00.

Indeed, the integrand on the left of (12.9) is dominated by the function (in­
dependent of n)

(12.10) -00
and this function is in L,(m) for the following reason: from L: !c}l l < 00 and
Theorem 12, we conclude that the second factor of (12.10) is in L l ; Since
R<m) ELl' we see that the function (12.10) is summable by Schwarz's inequality.
This establishes our last italicized statement by the bounded convergence
theorem. On the other hand, observe that

J:oo R<m)(x) Qm(x - j)dx = L/m RU) = 0 for allj,

because R = S - Fvanishes at all integers. It follows that the left side of (12.9)
vanishes, for all n, and therefore also its limit (12.8). Thus (12.7) reduces to

J:oo w<m)!ldx= I:oo Is<m)!ldx+ 1:00 Wun)-s<m)lldx,

which evidently implies that Sex) is the unique optimal solution of (12.6).
This completes our proof of Theorem 9.

13. Proofs ofTheorems 10 and 5

Let (12.1) hold, and let Sex) denote the spline solution of (12.6) constructed
in Subsection 12. From (12.2), (12.3), (12.4), and Lemma 15 (Subsection 11),
we obtain

(2lm(y))l= J:oo Is<m)(x)lldx=)~ MlmU-k)c}Ck

= L c} L MlmU - k)Ck = L c}L/m y}
} k }
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(13.1)

CARDINAL INTERPOLATION AND SPLINE FUNCTIONS 205

(22
m(y))2=:L w):''}:)LlmyjLlm y".

J, "

Observe that the double-series (13.1) is absolutely convergent: writing

and Q = :L !W(2ml!,
j

we see that it is dominated by

t :L Iwj:'~)I(dl + d,,2) = Q :L d} < 00.

h" j

Writing

n

gnCu) = :L Llm Yv eivu
,

-n

we obtain from

on the one hand

(22
m(y)? = lim i wj:''}:) LIm yjLlmy".

n~CX)-n

It follows that

(13.2)

where g(u) is defined by (63). This establishes Theorem 10.
Our last concern is a proof of Theorem 5. This will be an immediate con­

sequence of (13.2) and the behavior of 1>2m(U) as described by Lemma 6 (Sub­
section 2). For if g(u) is defined by (63), and if we assume that IILlmy I12 > 0,
then (13.2) and Parseval's theorem show that

(
2 2m(y))2 ~ r" (1)2m(U))-llg(u)1

2du
(13.3) -

I\Llmy lb [" Ig(u)i2du .

The factor Ig(u)1 2 in the integrands of (13.3) may be thought of as an arbitrary
nonnegative element of L(-7T,7T), different from the zero element. From
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Lemma 6 [relations (2.20)J, and the fact that the right side of(13.3) is a weighted
average of the function (cP2m(U))-I, we obtain the inequalities

(13.4)

where
Bm= (cP2m(7T))-I/2.

Also the constants 1 and Bm in (13.4) are best possible, and equality in (13.4)
is excluded. This completes a proof of Theorem 5 and the paper.

REFERENCES

1. N. E. NORLAND, "Differenzenrechnung." Springer, Berlin, 1924.
2. J. FAYARD, Sur l'interpolation. J. Math. Pures Appl. (9th Series) 19 (1940), 281-306.
3. 1. J. SCHOENBERG, Contributions to the problem of approximation of equidistant data by

analytic functions. Quart. Appl. Math. 4 (1946), 45-99; 112-141.
4. M. G. KREIN, Integral equations on a half-line with kernel depending upon the difference

of the arguments. Usp. Mat. Nauk (N.S.) 13 (1958), No.5 (83),3-120. Am. Math. Soc.
TrallSl., Ser. 2, 22 (1962), 163-288.

5. I. J. SCHOENBERG, On interpolation by spline functions and its minimal properties, in
"On Approximation Theory," Intern. Ser. Numerical Math. ISNM, 5 (1964), 109-129,
Birkhauser, Basel/Stuttgart.

6. 1. J. SCHOENBERG, Spline interpolation and the higher derivatives. Proc. Nat. Acad. Sci.
U.S.A. 51 (1964), 24-28.

7. Ju. N. SUBBOTIN, On the relations between finite differences and the corresponding
derivatives. Proc. Steklov Inst. Math. 78 (1965), 24-42. Am. Math. Soc. Transl., 1967,
23-42.

8. H. B. CURRY AND 1. J. SCHOENBERG, On Polya frequency functions. IV: The fundamental
spline functions and their limits. J. Analys Math. Jerusalem 17 (1966),71-107.

9. M. GOLOMB AND I. J. SCHOENBERG, On £m-extension of functions and spline interpola­
tion, unpublished.


